In previous analyses, it has been shown that a maximum of eight relative orientations exist for two bodies connected by a ball-and-socket joint when the distances between three pairs of points are measured. In this paper it is shown how a unique orientation can be determined if the distances between four pairs of points are known. At the outset, the introduction of redundant information is an attractive method for obtaining the unique orientation result. However, this paper demonstrates that high accuracy in the measurement of the linear displacements must be maintained to obtain an accurate result for the orientation. © 1998 John Wiley & Sons, Inc.

1. INTRODUCTION

This work was motivated by the desire to determine the orientation of a trailer relative to a vehicle where the vehicle and trailer are connected by a ball-and-socket joint. It is desired to determine this orientation without making any modification to the ball-and-socket joint (i.e., the hitch), since the hitch is a simple device that withstands the interconnection forces that occur during operation.

For this analysis, the distances between four pairs of points are measured, and a unique relative orientation is to be determined. Figure 1 shows the system configuration where points 1, 2, 3, and 4 are attached to the vehicle and points 1', 2', 3', and 4' are attached to the trailer.

The device depicted in Figure 1 is a parallel mechanism. The analysis of these types of mechanisms has been the focus of much recent research. Stewart\textsuperscript{1} introduced his platform mechanism in 1965 as an aircraft simulator. Hunt\textsuperscript{2,3} Mohamed and Duffy\textsuperscript{4} Fichter\textsuperscript{5} Sugimoto\textsuperscript{6,7} Rees-Jones\textsuperscript{8} and Kerr\textsuperscript{9} all suggest the use of platform mechanisms. The
forward analysis of various parallel mechanisms has been investigated by Griffis and Duffy, Raghavan, Wampler, and Innocenti.

Innocenti and Parenti-Castelli and Wohlhart showed that eight configurations exist for a mechanism similar to that shown in Figure 1 when only three connector lengths are given. This paper will focus on the forward analysis problem for the specific geometry shown in Figure 1, and it will be shown that a unique orientation of the top platform can be obtained for the given set of four displacements.

2. PROBLEM STATEMENT

In Figure 1, coordinate systems A and B have been attached to the lower body (the vehicle) and the upper body (the trailer), respectively. The origin of both of these coordinate systems is located at the center of the ball-and-socket joint which connects the two bodies. The coordinates of points 1, 2, 3, and 4 are known in terms of the A coordinate system, whereas the coordinates of points 1', 2', 3', and 4' are known in terms of the B coordinate system. The distances between the points 1-1', 2-2', 3-3', and 4-4', i.e., \( \ell_1, \ell_2, \ell_3, \) and \( \ell_4 \) are also known. The objective is to determine the rotation matrix, \( ^B_A \mathbf{R} \), which defines the orientation of the B coordinate system relative to the A coordinate system. \( ^B_A \mathbf{R} \) is a \( 3 \times 3 \) matrix whose columns are the unit vectors of the B coordinate system as measured in the A coordinate system.

3. PROBLEM FORMULATION

It is apparent that the distances of the points 1, 2, 3, and 4 from the origin of the coordinate systems, i.e., \( r_1, r_2, r_3, \) and \( r_4 \), are known. The distances of the points 1', 2', 3', and 4' from the origin are also known and are named \( q_1, q_2, q_3, \) and \( q_4 \).

Two new coordinate systems, labeled C and D, are attached, respectively, to the lower body and upper body. The origin points of both coordinate systems are located at the center of the ball-and-socket joint. The C coordinate system (see Fig. 2) is oriented such that its \( x \) axis is along \( \mathbf{S}_1 \), its \( y \) axis is along \( \mathbf{S}_1 \times \mathbf{S}_2 \), and its \( z \) axis is along \( \mathbf{S}_1 \times (\mathbf{S}_1 \times \mathbf{S}_2) \), where \( \mathbf{S}_1 \) and \( \mathbf{S}_2 \) are unit vectors from point 0 through points 1 and 2. The D coordinate system is oriented such that its \( x \) axis is along \( \mathbf{S}_1 \), its \( y \) axis is along \( \mathbf{S}_1 \times \mathbf{S}_2 \), and its \( z \) axis is along \( \mathbf{S}_1 \times (\mathbf{S}_1 \times \mathbf{S}_2) \).

Since the vectors \( \mathbf{S}_1 \) and \( \mathbf{S}_2 \) are known in the A coordinate system, the directions of unit vectors along the coordinate axes of the C coordinate system may be calculated in terms of the A coordinate system and are written as \( ^A \mathbf{x}_C, ^A \mathbf{y}_C, \) and \( ^A \mathbf{z}_C \). The
3 × 3 rotation matrix which transforms a point from the C coordinate system to the A system may be written as

$$\hat{A}R = [\hat{A}x_c \ \hat{A}y_c \ \hat{A}z_c]. \quad (1)$$

Similarly, the vectors $S_1$ and $S_2$ are known in the B coordinate system, and the directions of unit vectors along the coordinate axes of the D coordinate system may be calculated in terms of the B coordinate system and are written as $\hat{B}x_D$, $\hat{B}y_D$, and $\hat{B}z_D$. The 3 × 3 rotation matrix which transforms a point from the D coordinate system to the B system may be written as

$$\hat{B}D = [\hat{B}x_D \ \hat{B}y_D \ \hat{B}z_D]. \quad (2)$$

The rotation matrix which transforms a point from the B coordinate system to the A coordinate system, i.e., $A^B R$, may be written as

$$A^B R = A^C R_D C^B R^B R^T. \quad (3)$$

The matrix $C_D R$ must still be determined. Once this is accomplished, the solution will be complete.

4. Definition of $C_D R$

The D coordinate system may be obtained by initially aligning it with the C coordinate system and then rotating it by an angle $\theta_1$ about the $x$ axis until the $y$ axis is in the plane defined by points $0$, $1$, and $1'$, and the scalar product of the $y$ axis with the vector $S_1$ is positive. The coordinate system is next rotated by an angle $\alpha$ about its current $z$ axis, which causes the $x$ axis to point along the vector $S_1$. Finally, the coordinate system is rotated about its $x$ axis by an angle $\theta_2$. The transformation $C_D R$ may thus be written as

$$C_D R = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \theta_1 & -\sin \theta_1 \\ 0 & \sin \theta_1 & \cos \theta_1 \end{bmatrix} \begin{bmatrix} \cos \alpha & -\sin \alpha & 0 \\ \sin \alpha & \cos \alpha & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \theta_2 & -\sin \theta_2 \\ 0 & \sin \theta_2 & \cos \theta_2 \end{bmatrix}. \quad (4)$$

Expanding (4) gives

$$C_D R = \begin{bmatrix} c_\alpha & -s_\alpha c_2 & s_\alpha s_2 \\ s_\alpha c_1 & -s_1 s_2 + c_1 c_2 c_\alpha & -s_1 c_2 - c_1 s_2 c_\alpha \\ s_\alpha s_1 & c_1 s_2 + s_1 c_2 c_\alpha & c_1 c_2 - s_1 s_2 c_\alpha \end{bmatrix} \quad (5)$$

where $s_\alpha$ and $c_\alpha$ represent the sine and cosine of $\alpha$, and $s_i, c_i, (i = 1, 2)$ represent the sine and cosine of $\theta_i$.

The angle $\alpha$ is shown in Figure 3 as the angle between the vectors $S_1$ and $S_1'$. Since the first rotation of angle $\theta_1$ about the $x$ axis caused the $y$ axis to be in the plane formed by the points $0$, $1$, and $1'$, and the scalar product of the $y$ axis with the vector $S_1$ is positive, the angle $\alpha$ is constrained to lie in the range of 0 to $\pi$. The cosine of $\alpha$ may be determined from a planar cosine law as

$$\cos \alpha = \frac{q_1^2 + r_1^2 - \ell_1^2}{2q_1r_1} \quad (6)$$

and the value of $\alpha$ is determined as the inverse cosine value in the range of 0 to $\pi$.

The matrix $C_D R$ has been written as a function of the parameters $\theta_1$ and $\theta_2$. The objective now is to determine the unique values for these parameters that will locate points $1'$, $2'$, $3'$, and $4'$ such that they are, respectively, a distance of $\ell_1$, $\ell_2$, $\ell_3$, and $\ell_4$ away from points $1$, $2$, $3$, and $4$.

![Figure 3. Angle $\alpha$.](image)
5. DETERMINATION OF $\theta_1$ AND $\theta_2$

The coordinates of points 2', 3', and 4' are known in terms of the B coordinate system and may be written as $^B\mathbf{P}_2'$, $^B\mathbf{P}_3'$, and $^B\mathbf{P}_4'$. The coordinates of these points may be expressed in the D coordinate system as


d_2' = ^D\mathbf{R}^T^B\mathbf{P}_2',
\quad d_3' = ^D\mathbf{R}^T^B\mathbf{P}_3',
\quad d_4' = ^D\mathbf{R}^T^B\mathbf{P}_4',

where the matrix $^D\mathbf{R}$ is defined in (2). The coordinates of points 2', 3', and 4' as measured in the D coordinate system may be written as

\begin{align*}
^D\mathbf{P}_2' &= \begin{bmatrix} x_{2D}' \\ y_{2D}' \\ z_{2D}' \end{bmatrix}, \\
^D\mathbf{P}_3' &= \begin{bmatrix} x_{3D}' \\ y_{3D}' \\ z_{3D}' \end{bmatrix}, \\
^D\mathbf{P}_4' &= \begin{bmatrix} x_{4D}' \\ y_{4D}' \\ z_{4D}' \end{bmatrix},
\end{align*}

where the values $x_{2D}'$ through $z_{4D}'$ are known. Similarly, the coordinates of points 2, 3, and 4 are known in terms of the A coordinate system and may be calculated in terms of the C coordinate system as

\begin{align*}
^C\mathbf{P}_2 &= ^A\mathbf{R}^T^A\mathbf{P}_2, \\
^C\mathbf{P}_3 &= ^A\mathbf{R}^T^A\mathbf{P}_3, \\
^C\mathbf{P}_4 &= ^A\mathbf{R}^T^A\mathbf{P}_4,
\end{align*}

where $^A\mathbf{R}$ is defined in (1). The coordinates of points 2, 3, and 4 as measured in the C coordinate system may be written as

\begin{align*}
^C\mathbf{P}_2 &= \begin{bmatrix} x_{2C} \\ y_{2C} \\ z_{2C} \end{bmatrix}, \\
^C\mathbf{P}_3 &= \begin{bmatrix} x_{3C} \\ y_{3C} \\ z_{3C} \end{bmatrix},
\end{align*}

\begin{equation}
^C\mathbf{P}_4 = \begin{bmatrix} x_{4C} \\ y_{4C} \\ z_{4C} \end{bmatrix},
\end{equation}

where the values of $x_{2C}$ through $z_{4C}$ are known.

The coordinates of points 2', 3', and 4' may be expressed in the C coordinate system as

\begin{align*}
^C\mathbf{P}_2' &= ^C\mathbf{R}^T^D\mathbf{P}_2', \\
^C\mathbf{P}_3' &= ^C\mathbf{R}^T^D\mathbf{P}_3', \\
^C\mathbf{P}_4' &= ^C\mathbf{R}^T^D\mathbf{P}_4'.
\end{align*}

Substituting (5) and (10) into (19), (5) and (11) into (20), and (5) and (12) into (21) and expanding gives

\begin{align*}
^C\mathbf{P}_2 &= x_{2D}' \begin{bmatrix} c_a \\ s_a c_1 \\ s_a s_1 \end{bmatrix} + y_{2D}' \begin{bmatrix} -s_a c_2 \\ -s_1 s_2 + c_1 c_2 c_a \\ c_1 s_2 + s_1 c_2 c_a \end{bmatrix} \\
&\quad + z_{2D}' \begin{bmatrix} -s_a c_2 \\ -s_1 c_2 - c_1 s_2 c_a \\ c_1 c_2 - s_1 s_2 c_a \end{bmatrix},
\end{align*}

\begin{align*}
^C\mathbf{P}_3 &= x_{3D}' \begin{bmatrix} c_a \\ s_a c_1 \\ s_a s_1 \end{bmatrix} + y_{3D}' \begin{bmatrix} -s_a c_2 \\ -s_1 s_2 + c_1 c_2 c_a \\ c_1 s_2 + s_1 c_2 c_a \end{bmatrix} \\
&\quad + z_{3D}' \begin{bmatrix} -s_a c_2 \\ -s_1 c_2 - c_1 s_2 c_a \\ c_1 c_2 - s_1 s_2 c_a \end{bmatrix},
\end{align*}

\begin{align*}
^C\mathbf{P}_4 &= x_{4D}' \begin{bmatrix} c_a \\ s_a c_1 \\ s_a s_1 \end{bmatrix} + y_{4D}' \begin{bmatrix} -s_a c_2 \\ -s_1 s_2 + c_1 c_2 c_a \\ c_1 s_2 + s_1 c_2 c_a \end{bmatrix} \\
&\quad + z_{4D}' \begin{bmatrix} -s_a c_2 \\ -s_1 c_2 - c_1 s_2 c_a \\ c_1 c_2 - s_1 s_2 c_a \end{bmatrix}.
\end{align*}

The distance between points 2 and 2', 3 and 3', and 4 and 4' must be $\ell_2$, $\ell_3$, and $\ell_4$, respectively. The coordinates of points 2, 2', 3, 3', 4, and 4' have all been expressed in terms of the C coordinate system (see Eqs. (16)–(18) and (22)–(24)), and the distances between these points may be expressed in
the C coordinate system as

\[
\begin{align*}
[x_2Dc_a - y_2D^2s_a s_c + z_2D^2 s_a s_c - x_2C]^2 \\
+ [x_2D^2 s_a c_1 + y_2D^2(-s_1s_a + c_1c_a c_a) \\
+ z_2D^2(-s_1c_a - c_1s_a c_a - y_2C]^2 \\
+ [x_2D^2 s_a s_1 + y_2D^2(c_1 s_a s_c + s_1 c_a c_a) \\
+ z_2D^2(c_1 c_a - s_1 s_a c_a) - z_2C]^2 = \epsilon_j^2, \\
[x_3D c_a - y_3D^2 s_a s_c + z_3D^2 s_a s_c - x_3C]^2 \\
+ [x_3D^2 s_a c_1 + y_3D^2(-s_1s_a + c_1c_a c_a) \\
+ z_3D^2(-s_1c_a - c_1s_a c_a - y_3C]^2 \\
+ [x_3D^2 s_a s_1 + y_3D^2(c_1 s_a s_c + s_1 c_a c_a) \\
+ z_3D^2(c_1 c_a - s_1 s_a c_a) - z_3C]^2 = \epsilon_j^2, \\
[x_4D c_a - y_4D^2 s_a s_c + z_4D^2 s_a s_c - x_4C]^2 \\
+ [x_4D^2 s_a c_1 + y_4D^2(-s_1s_a + c_1c_a c_a) \\
+ z_4D^2(-s_1c_a - c_1s_a c_a - y_4C]^2 \\
+ [x_4D^2 s_a s_1 + y_4D^2(c_1 s_a s_c + s_1 c_a c_a) \\
+ z_4D^2(c_1 c_a - s_1 s_a c_a) - z_4C]^2 = \epsilon_j^2.
\end{align*}
\]  

(25)

(26)

(27)

Note that a constraint equation is not written for the distance between points 1 and 1' since the coordinate system transformation which relates the D and C coordinate systems included a rotation by the angle α about an axis that is perpendicular to the plane formed by points 0, 1, and 1'.

Equations (25) through (27) may be expanded and factored into the form

\[
(A_i c_c + B_i s_c + D_i) c_c + (E_i c_c + F_i s_c + G_i) s_c \\
+ (H_i c_c + I_i s_c + J_i) = 0, \quad i = 1 \cdots 3
\]  

(28)

after recognizing that \( s_c^2 + c_c^2 = 1, \) \( s_c^2 + c_c^2 = 1, \) and \( s_c^2 + c_c^2 = 1 \) and where

\[
\begin{align*}
A_i &= -2(z_{j/D} z_{j/C} + y_{j/D} y_{j/C} c_a), \\
B_i &= 2(z_{j/D} y_{j/C} - y_{j/D} z_{j/C} c_a), \\
D_i &= 2 y_{j/D} x_{j/C} s_a, \\
E_i &= 2(z_{j/D} y_{j/C} c_a - y_{j/D} z_{j/C}, \\
F_i &= 2(z_{j/D} z_{j/C} c_a + y_{j/D} y_{j/C}).
\end{align*}
\]  

(29)

\[
G_i = -2 z_{j/D} x_{j/C} s_a, \\
H_i = -2 x_{j/D} y_{j/C} s_a, \\
I_i = -2 x_{j/D} z_{j/C} s_a, \\
J_i = x_{j/D}^2 + y_{j/D}^2 + z_{j/D}^2 + x_{j/C}^2 + y_{j/C}^2, \\
+ z_{j/K}^2 - 2 x_{j/D} x_{j/C} c_a - \epsilon_j^2
\]

and where \( j = i + 1. \)

At this point the trigonometric identities sin \( \theta_i = 2x_i/(1 + x_i^2) \) and \( \cos \theta_i = (1 - x_i^2)/(1 + x_i^2) \) are introduced where \( x_i = \tan(\theta_i/2) \) and \( i = 1, 2. \) Substituting these identities into equation set (28), multiplying throughout by \( (1 + x_i^2)(1 + x_i^2) \), and then regrouping gives

\[
\begin{align*}
(a_i x_i^2 + b_i x_i + d_i) x_i^2 + (e_i x_i^2 + f_i x_i + g_i) x_i \\
+ (h_i x_i^2 + i_i x_i + j_i) = 0, \quad i = 1 \cdots 3
\end{align*}
\]  

(30)

where

\[
\begin{align*}
a_i &= A_i - D_i - H_i + J_i, \quad b_i = 2(I_i - B_i), \\
d_i &= -A_i - D_i + H_i + J_i, \quad e_i = 2(G_i - E_i), \\
f_i = 4F_i, \quad g_i = 2(G_i + E_i), \\
h_i &= -A_i + D_i - H_i + J_i, \quad i_i = 2(I_i + B_i), \\
j_i &= A_i + D_i + H_i + J_i.
\end{align*}
\]  

(31)

The objective now is to determine values for \( x_1 \) and \( x_2 \) which will simultaneously satisfy the three equations represented by (30). It will be shown that only one value of \( x_1 \) and one corresponding value of \( x_2 \) will simultaneously satisfy the three equations. The Cayley–Dixon formulation\(^ {16} \) will be used as the method of solution for this problem.

The coefficients in set (31) will now be used to write three polynomials in terms of the variables \( u \) and \( v \) as

\[
f_i(u, v) = (a_i u^2 + b_i u + d_i) v^2 + (e_i u^2 + f_i u + g_i) v \\
+ (h_i u^2 + i_i u + j_i), \quad i = 1 \cdots 3.
\]  

(32)

When \( u = x_1 \) and \( v = x_2 \), these polynomials will all equal zero, and it is these special values of \( x_1 \) and \( x_2 \) that must be obtained.

Evaluating the polynomials of set (32) when \( u \) equals some value \( \lambda_1 \) gives the three additional polynomials

\[
f_i(\lambda_1, v), \quad i = 1 \cdots 3.
\]  

(33)
Furthermore, evaluating the polynomials of set (32) when \( u \) equals \( \lambda_1 \) and \( v \) equals some value \( \lambda_2 \) gives the following three additional polynomials

\[
f_i(\lambda_1, \lambda_2), \quad i = 1 \cdots 3.
\]  

(34)

The determinant

\[
\Delta(u, v, \lambda_1, \lambda_2) = \begin{vmatrix} f_1(u, v) & f_2(u, v) & f_3(u, v) \\ f_1(\lambda_1, \lambda_2) & f_2(\lambda_1, \lambda_2) & f_3(\lambda_1, \lambda_2) \\ f_1(\lambda_1, \lambda_2) & f_2(\lambda_1, \lambda_2) & f_3(\lambda_1, \lambda_2) \end{vmatrix}
\]

(35)

must vanish whenever \( \lambda_1 \) or \( \lambda_2 \) is substituted for \( u \) or \( v \), respectively. This implies that \((u - \lambda_1)(v - \lambda_2)\) is a factor of the above determinant. The expression

\[
\delta(u, v, \lambda_1, \lambda_2) = \frac{\Delta(u, v, \lambda_1, \lambda_2)}{(u - \lambda_1)(v - \lambda_2)}
\]

(36)

is a polynomial of degree 1 in \( u \), degree 3 in \( v \), degree 3 in \( \lambda_1 \), and degree 1 in \( \lambda_2 \), and may be written as

\[
\delta(u, v, \lambda_1, \lambda_2) = (M_1\lambda_2^3 + M_2\lambda_2^2 + M_3\lambda_2 + M_4)\lambda_1^3
\]

\[
+ (M_5\lambda_2^3 + M_6\lambda_2^2 + M_7\lambda_2 + M_8)\lambda_1
\]

(37)

where

\[
M_i = (N_{i1}v^3 + N_{i2}v^2 + N_{i3}v + N_{i4})u
\]

\[
+ (N_{i5}v^3 + N_{i6}v^2 + N_{i7}v + N_{i8}), \quad i = 1 \cdots 8
\]

(38)

and where \( N_{i1} \) through \( N_{i8} \) (\( i = 1 \cdots 8 \)) are defined in terms of the constant coefficients \( a_i \) through \( j_3 \) as

\[
N_{11} = |a a b e|, \quad N_{12} = |a a b h| + |a a f e|,
\]

\[
N_{13} = |a f h| + |a i e|, \quad N_{14} = |a a i h|,
\]

\[
N_{15} = |a a d e|, \quad N_{16} = |a a g e| + |a a d h|,
\]

\[
N_{17} = |a g h| + |a a j e|, \quad N_{18} = |a a j h|,
\]

\[
N_{21} = |h a a b|, \quad N_{22} = |h a a f| + |h a e b|,
\]

\[
N_{23} = |h a a i| + |h a e f|, \quad N_{24} = |h a e i|,
\]

\[
N_{25} = |h a a d|, \quad N_{26} = |h a a g| + |h a e d|,
\]

\[
N_{27} = |h a a i| + |h a e g|, \quad N_{28} = |h a e i|,
\]

\[
N_{31} = |a b f| + |a a d e|,
\]

\[
N_{32} = |a a d h| + |a a b i| + |a a g e| + |b f e|,
\]

\[
N_{33} = |a a j e| + |a a g h| + |b i e| + |b a f h|,
\]

\[
N_{34} = |h a a j| + |h a b i|,
\]

\[
N_{35} = |d a f| + |d a e b|,
\]

\[
N_{36} = |d i a| + |d h b| + |g f a| + |g e b|,
\]

\[
N_{37} = |a a f| + |a a g i| + |b g h| + |b a j e|,
\]

\[
N_{38} = |j i a| + |h a h|,
\]

\[
N_{39} = |a d h| + |a b i|,
\]

\[
N_{41} = |a a f i| + |e d h| + |e b i|,
\]

\[
N_{42} = |h b i| + |h e g| + |h a j f| + |f i e|,
\]

\[
N_{44} = |h f i| + |h e j|,
\]

\[
N_{45} = |d i a| + |d h b|,
\]

\[
N_{46} = |d i e| + |d h f| + |g i a| + |g h b|,
\]

\[
N_{47} = |h f g| + |h b j f| + |i e g| + |i a f|,
\]

\[
N_{48} = |j i e| + |j h f|,
\]

\[
N_{50} = |d a f| + |a b g|,
\]

\[
N_{50} = |d a i| + |d a b j| + |e d f| + |e b g|,
\]

\[
N_{53} = |b g h| + |b j e| + |d f h| + |d i e|,
\]

\[
N_{54} = |h d i| + |h b j|,
\]

\[
N_{55} = |d a g| + |d f b|,
\]

\[
N_{56} = |d j a| + |d g e| + |d i b| + |b g f|,
\]

\[
N_{57} = |b g i| + |b j f| + |d j e| + |d g h|,
\]

\[
N_{58} = |j h d| + |j i b|,
\]

\[
N_{61} = |a a d i| + |a a b j|,
\]

\[
N_{62} = |a f j| + |a a g i| + |e b j| + |e d i|,
\]

\[
N_{63} = |e f j| + |e g i| + |h d i| + |h b j|,
\]

\[
N_{64} = |h f j| + |h g i|,
\]

\[
N_{65} = |d i b| + |d j a|,
\]

\[
N_{66} = |d i f| + |d j e| + |g i b| + |g j a|,
\]

\[
N_{67} = |g j e| + |g i f| + |j i b| + |j h d|,
\]

\[
N_{68} = |j h g| + |j i f|,
\]

\[
N_{71} = |a d g|,
\]

\[
N_{72} = |d j a| + |d g e|,
\]

\[
N_{73} = |d f j| + |d g i|,
\]

\[
N_{74} = |d f j| + |d g i|,
\]
\[ N_{24} = |d \ x \ h|, \quad N_{25} = |d \ g \ b|, \]
\[ N_{26} = |d \ x \ b| + |d \ g \ f|, \]
\[ N_{27} = |d \ x \ f| + |d \ g \ i|, \]
\[ N_{28} = |d \ x \ i|, \quad N_{81} = |a \ d \ j|, \]
\[ N_{62} = |j \ a \ g| + |j \ e \ d|, \]
\[ N_{83} = |j \ h \ d| + |j \ e \ g|, \]
\[ N_{84} = |j \ h \ g|, \quad N_{85} = |j \ b \ d|, \]
\[ N_{66} = |j \ f \ d| + |j \ b \ g|, \]
\[ N_{67} = |j \ i \ d| + |j \ f \ g|, \]
\[ N_{68} = |j \ i \ g|. \]

The notation \(|a \ b \ c|\) is used above to represent a 3 x 3 determinant as

\[
\begin{vmatrix} a_1 & b_1 & c_1 \\ a_2 & b_2 & c_2 \\ a_3 & b_3 & c_3 \end{vmatrix} \quad (40)
\]

The terms in the top row of the determinant \(\Delta\) will vanish when \(u = x_1\) and \(v = x_2\) (see Eq. (35)), and thus \(\Delta(x_1, x_2, \lambda_1, \lambda_2) = 0\). From (36) it is apparent that \(\delta(x_1, x_2, \lambda_1, \lambda_2) = 0\), also for any value of \(\lambda_1\) or \(\lambda_2\). For the polynomial \(\delta\) to vanish when \(u = x_1\) and \(v = x_2\), for any value of \(\lambda_1\) or \(\lambda_2\), it must be the case that the coefficients \(M_1\) through \(M_8\) all equal zero. This gives eight equations in the unknowns \(x_1\) and \(x_2\), which may be written in matrix form as

\[ N y = 0 \quad (41) \]

where

\[
N = \begin{bmatrix}
N_{11} & N_{12} & N_{13} & N_{14} & N_{15} & N_{16} & N_{17} \\
N_{21} & N_{22} & N_{23} & N_{24} & N_{25} & N_{26} & N_{27} \\
N_{31} & N_{32} & N_{33} & N_{34} & N_{35} & N_{36} & N_{37} \\
N_{41} & N_{42} & N_{43} & N_{44} & N_{45} & N_{46} & N_{47} \\
N_{51} & N_{52} & N_{53} & N_{54} & N_{55} & N_{56} & N_{57} \\
N_{61} & N_{62} & N_{63} & N_{64} & N_{65} & N_{66} & N_{67} \\
N_{71} & N_{72} & N_{73} & N_{74} & N_{75} & N_{76} & N_{77} \\
N_{81} & N_{82} & N_{83} & N_{84} & N_{85} & N_{86} & N_{87} \\
\end{bmatrix}
\]

\[
y = \begin{bmatrix} x_1 x_2^3 \\ x_1 x_2^2 \\ x_1 x_2 \\ x_1 \\ x_2^3 \\ x_2^2 \\ x_2 \\ 1 \end{bmatrix} \quad (42)
\]

The matrix equation (41) may be thought of as eight homogeneous equations in eight unknowns. The trivial solution of \(y = 0\) is not feasible, since the last element of \(y\) must equal 1. Solutions other than the trivial solution will exist only if the homogeneous equations are linearly dependent, and as such the determinant of the matrix \(N\) must equal zero. Evaluating this determinant and seeing how close it is to zero will provide an indication of the quality of the measured data (i.e., the measured coordinates of points 1-4 and 1'-4' in the A and B coordinate systems) and the sensed data (i.e., the four measured displacements \(\gamma_1-\gamma_4\)). The issue of how close to zero is satisfactory is not addressed in this paper.

The eight equations represented by (41) may now be rearranged into the form

\[ A x = b \quad (43) \]

where

\[
A = \begin{bmatrix}
N_{11} & N_{12} & N_{13} & N_{14} & N_{15} & N_{16} & N_{17} \\
N_{21} & N_{22} & N_{23} & N_{24} & N_{25} & N_{26} & N_{27} \\
N_{31} & N_{32} & N_{33} & N_{34} & N_{35} & N_{36} & N_{37} \\
N_{41} & N_{42} & N_{43} & N_{44} & N_{45} & N_{46} & N_{47} \\
N_{51} & N_{52} & N_{53} & N_{54} & N_{55} & N_{56} & N_{57} \\
N_{61} & N_{62} & N_{63} & N_{64} & N_{65} & N_{66} & N_{67} \\
N_{71} & N_{72} & N_{73} & N_{74} & N_{75} & N_{76} & N_{77} \\
N_{81} & N_{82} & N_{83} & N_{84} & N_{85} & N_{86} & N_{87} \\
\end{bmatrix}
\]

\[
x = \begin{bmatrix} x_1 x_2^3 \\ x_1 x_2^2 \\ x_1 x_2 \\ x_1 \\ x_2^3 \\ x_2^2 \\ x_2 \\ 1 \end{bmatrix}, \quad b = \begin{bmatrix} -N_{18} \\
-N_{28} \\
-N_{38} \\
-N_{48} \\
-N_{58} \\
-N_{68} \\
-N_{78} \\
-N_{88} \end{bmatrix} \quad (44)
\]

Equation (44) represents eight linear equations in seven unknowns. The vector \(x\) may be solved for
by selecting any seven of these equations. The terms $x_1$ and $x_2$ are, respectively, the fourth and seventh components of the vector $x$ and unique values for these terms are thereby determined. Corresponding values for $\theta_1$ and $\theta_2$ may be obtained from

$$\theta_i = 2 \tan^{-1}(x_i), \quad i = 1, 2.$$  \hspace{1cm} (45)

The rotation matrix $^A_B R$ may next be determined from (3), where $^A_C R$ and $^B_D R$ have been defined in (1) and (2), and $^C_D R$ is defined in terms of $\theta_1$, $\theta_2$, and $\alpha$ by (5).

6. NUMERICAL EXAMPLES

The coordinates of four points on the lower body are specified in the A coordinate system as

$$^A P_1 = \begin{bmatrix} 8 \\ 0 \\ -10 \end{bmatrix} \text{ cm}, \quad ^A P_2 = \begin{bmatrix} 2 \\ 7 \\ -11 \end{bmatrix} \text{ cm},$$  \hspace{1cm} (46)

$$^A P_3 = \begin{bmatrix} -7 \\ 1 \\ -8 \end{bmatrix} \text{ cm}, \quad ^A P_4 = \begin{bmatrix} -1 \\ -8 \\ -12 \end{bmatrix} \text{ cm}.$$  

The coordinates of four points on the upper body are specified in the B coordinate system as

$$^B P_1 = \begin{bmatrix} 6 \\ 1 \\ 10 \end{bmatrix} \text{ cm}, \quad ^B P_2 = \begin{bmatrix} 0 \\ 8 \\ 12 \end{bmatrix} \text{ cm},$$  \hspace{1cm} (47)

$$^B P_3 = \begin{bmatrix} -8 \\ -1 \\ 8 \end{bmatrix} \text{ cm}, \quad ^B P_4 = \begin{bmatrix} 1 \\ -7 \\ 12 \end{bmatrix} \text{ cm}.$$  

Figure 4a shows the mechanism in a configuration in which the A and B coordinate systems are aligned. The configuration shown in Figure 4b was achieved by initially aligning the B coordinate system with the A system. The B coordinate system was then rotated $10^\circ$ about the $x$ axis, followed by $-15^\circ$ about its modified $y$ axis, and then by $5^\circ$ about its modified $z$ axis.

6.1. Case A

The distances between the four pairs of points for the case shown in Figure 4a are calculated as

$$L_1 = 20.1246, \quad L_2 = 23.1084,$$

$$L_3 = 16.1555, \quad L_4 = 24.1039 \text{ cm}.$$  \hspace{1cm} (48)

The calculated values for $\theta_1$, $\theta_2$, and $\alpha$ were determined to be

$$\theta_1 = 31.95595286^\circ, \quad \theta_2 = 39.22517597^\circ,$$

$$\alpha = 110.29864361^\circ.$$  \hspace{1cm} (49)

The rotation matrix $^A_B R$ is calculated as

$$^A_B R = \begin{bmatrix} 1 & -2.22 \times 10^{-14} & -1.25 \times 10^{-15} \\ 2.24 \times 10^{-14} & 1 & 2.92 \times 10^{-14} \\ 1.03 \times 10^{-15} & -2.93 \times 10^{-14} & 1 \end{bmatrix}$$  \hspace{1cm} (50)

which is very close to the expected value of the identity matrix.

6.2. Case B

For this case, the rotation matrix $^A_B R$ is known a priori as

$$^A_B R = \begin{bmatrix} \cos 5^\circ & -\sin 5^\circ & 0 \\ \sin 5^\circ & \cos 5^\circ & 0 \\ 0 & 0 & 1 \end{bmatrix} \times \begin{bmatrix} \cos(-15^\circ) & 0 & \sin(-15^\circ) \\ 0 & 1 & 0 \\ -\sin(-15^\circ) & 0 & \cos(-15^\circ) \end{bmatrix} \times \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos 10^\circ & -\sin 10^\circ \\ 0 & \sin 10^\circ & \cos 10^\circ \end{bmatrix}.$$  \hspace{1cm} (51)

$$^A_B R = \begin{bmatrix} 0.96225 & -0.13060 & -0.23878 \\ 0.08419 & 0.97714 & -0.19520 \\ 0.25882 & 0.16773 & 0.95125 \end{bmatrix}.$$  \hspace{1cm} (52)
The distances between the four pairs of points are calculated as

\[ l_1 = 21.7619, \quad l_2 = 24.5285, \]
\[ l_3 = 14.2367, \quad l_4 = 22.5265 \text{ cm}. \]  

And the values for \( \theta_1, \theta_2, \) and \( \alpha \) were determined to be

\[ \theta_1 = 39.9959^\circ, \quad \theta_2 = 52.6115^\circ, \]
\[ \alpha = 125.1475^\circ. \]  

The rotation matrix \( ^B_A R \) as determined from (3) is identical to the expected result as listed in (52).

### 7. Numerical Sensitivity to Measurement Errors

A concern is how sensitive the solution method is to errors in the sensed lengths \( l_1 \) through \( l_4 \). Table I lists the calculated values for \( \theta_1, \theta_2, \) and \( \alpha \) for the numerical example of Case B in the previous section, when an error term of 0.01 cm is added to each of the four sensed length parameters. Values for \( x_1 \) and \( x_2 \) were calculated eight times, where each time a different set of seven equations in seven unknowns was selected from set (43). The average values of \( \theta_1 \) and \( \theta_2 \) are 38.8817\(^\circ\) and 53.7522\(^\circ\), respectively, and the rotation matrix \( ^B_A R \) based on these average values is

\[ ^B_A R = \begin{bmatrix} 0.95815 & -0.16441 & -0.23437 \\ 0.11882 & 0.97319 & -0.19695 \\ 0.26046 & 0.16086 & 0.95199 \end{bmatrix}. \]  

The reader may wish to compare the actual rotation matrix in (52) with (55). It should be recognized that there is currently no mathematical basis for a comparison of this pair of arrays.

The data were recalculated when an error of 0.05 cm was added to each of the four sensed length parameters. Table II shows the calculated values for \( \theta_1, \theta_2, \) and \( \alpha \) for the eight solution cases. The average values of \( \theta_1 \) and \( \theta_2 \) are 32.2868\(^\circ\) and 59.2510\(^\circ\), respectively, and the rotation matrix \( ^B_A R \) based on these average values is

\[ ^B_A R = \begin{bmatrix} 0.91838 & -0.33940 & -0.20343 \\ 0.30211 & 0.93344 & -0.19345 \\ 0.25554 & 0.11621 & 0.95979 \end{bmatrix}. \]

One final analysis was conducted by adding an error of 0.1 cm to the four sensed length parameters. Table III shows the calculated values for \( \theta_1, \theta_2, \) and \( \alpha \) for the eight solution cases. It is seen for this magnitude of error that the impact on the calculated values for \( \theta_1 \) and \( \theta_2 \) is significant, and that an average value of \( \theta_1 \) and \( \theta_2 \) will not yield an accurate result for the rotation matrix \( ^B_A R \).

### Table I. Calculation of \( \theta_1, \theta_2, \) and \( \alpha \) for an error term of 0.01 cm

<table>
<thead>
<tr>
<th>Case no.</th>
<th>( \theta_1 ), deg.</th>
<th>( \theta_2 ), deg.</th>
<th>( \alpha ), deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>39.3755</td>
<td>53.9485</td>
<td>125.2493</td>
</tr>
<tr>
<td>2</td>
<td>36.9017</td>
<td>54.3754</td>
<td>125.2493</td>
</tr>
<tr>
<td>3</td>
<td>38.8533</td>
<td>53.6100</td>
<td>125.2493</td>
</tr>
<tr>
<td>4</td>
<td>38.7055</td>
<td>54.1839</td>
<td>125.2493</td>
</tr>
<tr>
<td>5</td>
<td>39.4034</td>
<td>53.4036</td>
<td>125.2493</td>
</tr>
<tr>
<td>6</td>
<td>39.0624</td>
<td>53.7480</td>
<td>125.2493</td>
</tr>
<tr>
<td>7</td>
<td>39.4766</td>
<td>53.2525</td>
<td>125.2493</td>
</tr>
<tr>
<td>8</td>
<td>39.2735</td>
<td>53.4927</td>
<td>125.2493</td>
</tr>
</tbody>
</table>

### Table II. Calculation of \( \theta_1, \theta_2, \) and \( \alpha \) for an error term of 0.05 cm

<table>
<thead>
<tr>
<th>Case no.</th>
<th>( \theta_1 ), deg.</th>
<th>( \theta_2 ), deg.</th>
<th>( \alpha ), deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>36.9367</td>
<td>60.689</td>
<td>125.6583</td>
</tr>
<tr>
<td>2</td>
<td>10.7434</td>
<td>65.3659</td>
<td>125.6583</td>
</tr>
<tr>
<td>3</td>
<td>33.3721</td>
<td>57.7524</td>
<td>125.6583</td>
</tr>
<tr>
<td>4</td>
<td>31.5460</td>
<td>62.3118</td>
<td>125.6583</td>
</tr>
<tr>
<td>5</td>
<td>37.1265</td>
<td>56.4729</td>
<td>125.6583</td>
</tr>
<tr>
<td>6</td>
<td>34.7431</td>
<td>58.7752</td>
<td>125.6583</td>
</tr>
<tr>
<td>7</td>
<td>37.5341</td>
<td>55.6176</td>
<td>125.6583</td>
</tr>
<tr>
<td>8</td>
<td>36.2928</td>
<td>57.0244</td>
<td>125.6583</td>
</tr>
</tbody>
</table>

### Table III. Calculation of \( \theta_1, \theta_2, \) and \( \alpha \) for an error term of 0.1 cm

<table>
<thead>
<tr>
<th>Case no.</th>
<th>( \theta_1 ), deg.</th>
<th>( \theta_2 ), deg.</th>
<th>( \alpha ), deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33.9684</td>
<td>75.1003</td>
<td>126.1737</td>
</tr>
<tr>
<td>2</td>
<td>-123.4777</td>
<td>112.8243</td>
<td>126.1737</td>
</tr>
<tr>
<td>3</td>
<td>24.0841</td>
<td>63.2293</td>
<td>126.1737</td>
</tr>
<tr>
<td>4</td>
<td>13.3767</td>
<td>79.2336</td>
<td>126.1737</td>
</tr>
<tr>
<td>5</td>
<td>34.5037</td>
<td>60.0861</td>
<td>126.1737</td>
</tr>
<tr>
<td>6</td>
<td>27.5699</td>
<td>66.3675</td>
<td>126.1737</td>
</tr>
<tr>
<td>7</td>
<td>35.3725</td>
<td>58.1624</td>
<td>126.1737</td>
</tr>
<tr>
<td>8</td>
<td>32.3228</td>
<td>61.4492</td>
<td>126.1737</td>
</tr>
</tbody>
</table>
8. CONCLUSION

The relative orientation of two bodies which are connected by a ball-and-socket joint has been determined from four measured displacements between the two bodies. It has been shown that a unique real orientation will exist. It is apparent, however, that the calculated orientation may be sensitive to errors in the measured length displacements and to errors in the measured coordinates of the four pairs of points. A further systematic and thorough error analysis should therefore be performed on such a mechanism in the vicinity of its typical operating range.
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