1. INTRODUCTION

1.1 2004 Event Description

The Grand Challenge was established by the Defense Advanced Research Projects Agency (DARPA) in order to encourage researchers to accelerate the development of autonomous vehicle technologies that can be applied to military requirements. The inaugural event held in March 2004 consisted of three parts, i.e. (1) application and acceptance into the event, (2) qualification, inspection, and demonstration (QID), and (3) the actual race from Barstow, CA to Primm, NV. The team that was able to complete the course first within a ten hour time frame would be awarded a prize of one million dollars.

Twenty five teams were invited to participate in the event from a total of approximately eighty technical reports that were submitted. Fifteen of the teams, including Team CIMAR, were judged to have passed the QID and were selected to participate in the actual race event. Two hours before the start of the race, each team was given a data file that contained approximately three thousand waypoints along with a corridor width for each pair of waypoints. Teams could use the two hour period to plan a path for the vehicle based upon any a priori data such as trails. The first vehicle to start on the course departed at 6:30 am. Other vehicles were started at five minute intervals. No vehicle completed the course. The furthest distance traveled was approximately seven miles.

1.2 Vehicle and System Architecture for 2005 Event

A new vehicle has been designed and built for the upcoming 2005 event. Figure 1 shows the vehicle, named the NaviGator, that was built by the company Georgia All-Terrain Monsters. Engineers at the Eigenpoint Co. added actuators to the vehicle to automate the steering, accelerator, brakes, and transmission.

The system architecture to be used on the vehicle consists of components that have been developed and documented in the U.S. Department of Defense Joint Architecture for Unmanned Systems (JAUS) Reference Architecture as well as additional components that were designed specifically for this event. A schematic of the architecture is shown in Figure 2.

Briefly, the architecture can be divided into four primary elements. The components that are encircled by the blue dashed line specifically perform closed-loop control in order to keep the vehicle on a specified path. The components that are encircled by the red dashed line perform the sensing tasks required to locate obstacles and to evaluate the smoothness of terrain. The components encircled by the green dashed line act to determine the ‘best’ path segment to be driven based on the sensed information. Lastly, the components encircled by the yellow dashed line act as a repository for a priori data such as known roads, trails, or obstacles, as well the waypoint corridor information that was supplied two hours prior to the start of the race.
2. COLOR MONOCULAR VISION SYSTEM

A critical element of the system design is the selection and incorporation of sensors to detect obstacles and to evaluate the smoothness of the terrain. A total of five sensor types are being installed on the vehicle, i.e. a spinning ladar, stereo vision, stationary ladar, radar, and monocular vision.

The focus of this paper is on the development of the monocular vision system to identify regions of smooth terrain that can be navigated at high speeds.

2.1 Pre-processing

The algorithm first works by preprocessing an image to eliminate the portion of the image that corresponds to the sky. Prior to the segmentation of the image, a proper selection of the most suitable color space becomes an important part of the process. In this project, the sky portion of the image hinders the classification procedure. Considering the sky portion not only slows down the image processing speed unnecessarily, but also presents problems with the texture-based classification results as sometimes parts of the sky image may be classified as road. (Figure 3 shows some examples from desert images)

Even if this method finds an optimal threshold value for dichotomizing pixels into two classes, i.e. road and sky, in the Hue histogram it is possible that road area pixels are classified as sky pixels since many scenes contain noise caused by road and lighting conditions. To resolve this problem, every scene is searched to find the maximum sky value starting from the top of the dichotomized image until the road part of the image is met. This procedure prevents misclassification individual pixels of the road area of the image as being part of the sky region.

Figure 5 shows the result where the pixels associated with the sky portion of Figure 5(b) are assigned the value of zero (black in RGB). This process helps to remove long distance background objects such as mountains and trees.

2.2 Selecting relevant features

The RGB (Red, Green, and Blue) color space is the standard representation in the world of computers and digital cameras and is therefore often a natural choice for color representation. Also RGB is the standard output from a CCD-camera. Since roads typically have a different color than non-drivable terrain, color is a highly relevant feature for segmentation.

2.3 Training set generation

In this project, to reduce the computational expense of processing large images, the dimensions of the scene are reduced from the original digital input of 720 × 480 pixels to a 320 × 240 reduced image. Next, a sub-image which has 20% of the reduced image height and width is used to define the drivable area and two sub-images which have 10% of the height and 20% of the width of reduced image are used to define the background. Figure 6 shows the selected drivable-area by a blue box and the two selected non-drivable background areas by red boxes.
2.4 Road Following Algorithm

A Bayesian decision theory approach was selected for use as this is a fundamental statistic approach to the problem of pattern classification associated with this application. It makes the assumption that the decision problem is posed in probabilistic terms, and that all of the relevant probability values are known. The basic idea underlying Bayesian decision theory is very simple. However this is the optimal decision theory under Gaussian distribution assumption [7]. Therefore, most of pixel classification is done by Bayes classifier.

In this project, the decision boundary that was used is given by

\[
\frac{1}{(2\pi)^{3/2} |\Sigma_1|^{1/2}} \exp \left[ -\frac{1}{2} (x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1) \right] = \frac{1}{(2\pi)^{3/2} |\Sigma_2|^{1/2}} \exp \left[ -\frac{1}{2} (x - \mu_2)^T \Sigma_2^{-1} (x - \mu_2) \right]
\]

where \( \mu_1 \) and \( \Sigma_1 \) are the mean vector and covariance matrix of the drivable-area R,G,B pixels in training data and \( \mu_2 \) and \( \Sigma_2 \) are those of background pixels.

The decision boundary is simplified as follows:

\[
(x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1) + \ln |\Sigma_1| = (x - \mu_2)^T \Sigma_2^{-1} (x - \mu_2) + \ln |\Sigma_2|
\]

In most pixel classification problems, the logarithm components in Eq. (2) is not a dominant factor for classification and therefore these two values are not computed to save time since this application requires a real time implementation. So, RGB pixels of color X which belong to a class are computed based on the distance \((x - \mu)^T \Sigma^{-1} (x - \mu)\) [4].

2.3 Segmentation Method

1) Pixel-based segmentation:

After computing the threshold value from the discrimination method, each pixel in an image is then classified as drivable road area or non-drivable background. Although this is a simple approach, classifying every pixel is time consuming and can lead to results that have significant noise (see Figure 7). Often, post processing is used to reduce the noise effect. In this application, however, a block-based segmentation procedure is used which is discussed next.

2) Block-based segmentation:

A block-based segmentation method is used to reduce the segmentation processing time. 9 × 9 pixel regions are clustered together and replaced by their RGB mean value as calculated by

\[
\mu_{(i,j)}^L = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} P_{(i,j)}^L
\]

where \( \mu \) is new pixel mean value for 9 x 9 block, \( P \) is raw pixel data, \((i, j)\) is the raw pixel orientation, \((x, y)\) is the new pixel orientation, \( L \in \{1, 2\} \) for RGB , and \( N \) is block size.

The clusters, or blocks, are then segmented, and the result as shown in Figure 8 has less noise. Also the segmentation process is accomplished 3.5 times faster than pixel-based classification with a 320 × 240 image. A disadvantage, however, is that edges are blurred and not as distinct. However, in NaviGator vision system application, an offset of 9 pixels corresponds to 9.9 cm in the bottom of the image.

2.4 Averaging

When the vehicle is operating autonomously, many unforeseen events may occur. Significant factors related to the vision processing task is the change in light (intensity) conditions that may be caused by a cloud, a shadow such as caused by auto-iris lens response, a tree, or the change in the type of road or terrain that is encountered, for example a change from a paved to a dirt road. A primary objective of this project is to achieve color constancy for accurate classification.

In the ALVINN (Autonomous Land Vehicle In a Neural Network) project at Carnegie Mellon University, normalizing RGB is used to suppress the effects of shadows [5]. It heightens pixel contrast within images and decreases variations in overall intensity between images. However,
normalizing RGB data has not in itself led to consistency in classification.

The approach used here is to maintain a buffer of statistical information such as the mean and covariance of each RGB channel, in order to reduce the sharp change. For example Figure 9 shows two kinds of plots. The first dotted lines are the mean of the RGB channels for a series of frames. The second solid line shows the mean value of a frame averaged with the mean values of the preceding 10 frames. This averaging, or buffering, reduces rapid changes in the calculated mean value, and thus the corresponding classification threshold value. Figure 10 shows the regular block-based segmentation result compared with the buffered segmentation result where more of the image is now classified correctly. It works better at the edge of the road. The buffer size is determined empirically and it depends on the vehicle speed.

3. CONFIDENCE FACTOR

Even though the performance of the system to date has proven to be reliable, there will be occasions when poor or even erroneous output may occur and these cases need to be identified. Ideally it would be nice to have the Bayesian probability for a correct output. In practice, this is clearly impossible. However, since images are typically acquired at a rate of 10 frames/sec, more confidence will be placed in segmentation results that do not vary much between subsequent frames. The exception here, however, is if two subsequent images result in very few pixels classified as road area. If this is the case, then the confidence factor that is calculated and associated with each block will be lowered.

The final goal of the vision system is to send traversability information to a Smart Arbiter component. The Smart Arbiter is charged with intelligently fusing the input data from disparate sensors into the basis for real-time, on-board planning and decision-making [6]. It takes raster-oriented grid information from the sensors and fuses them into a composite grid of obstacles and traversability values. The vision system estimates traversability based on the classification result.

It was stated that there should be a correlation between frames because the scene changes slowly with a camera acquiring 10 frame/sec. For this camera acquisition speed, the vehicle can move 0.89 m per frame when traveling at a speed of 20 miles per hour. For this reason we will have to settle for a more approximate estimation of confidence. The confidence factor was found to depend on two primary variables, i.e. the number of pixels classified as road in the image and the difference in the classification of a block between consecutive frames. Further when the vehicle drives on a very rough gravel road, the images are shaken and out of focus. In this case, the sky border changes rapidly and this must also be considered. Figure 11 illustrates how a confidence factor is determined for the classification results in and between the images.

4. SUMMARY AND CONCLUSION

Evaluation of the performance of the original vision system that was used in the inaugural 2004 DARPA Grand Challenge identified the need for an improved ability to classify terrain. The developments associated with the use of monocular vision to be used in the upcoming 2005 event have been presented in this paper, and the results to date have been promising. Continued advancements in the areas of mobility, sensing, data interpretation, and planning will ultimately make the vision of autonomously navigating vehicles a reality.
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